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1. Introduction 

On February 24th, 2022, Russia launched an invasion of Ukraine, formally starting the Ukraine War. This 

invasion was telegraphed months ahead of time, and contrary to the Russian expectation of a short conflict, the 

Ukraine War has continued up to the time of writing our study, more than three years later. This war represents 

one of the most important increases in geopolitical risk in our world today. Caldara and Iacoviello define 

“geopolitical risk as the risk associated with wars, terrorist acts, and tensions between states that affect the 

normal and peaceful course of international relations. Geopolitical risk captures both the risk that these events 

materialize, and the new risks associated with escalating existing events” (Caldara & Iacoviello, 2022, p. 2). This 

definition effectively describes the Ukraine War, and as Caldara and Iacoviello show, geopolitical risks impact 

various financial markets and assets (Caldara & Iacoviello, 2022). However, getting up-to-date information on 

geopolitical events on a large scale can potentially be time-consuming (Caldara & Iacoviello, 2022). Thus, we 

wanted to test whether there was a low-cost, quicker way to evaluate geopolitical risk. Thus, we turned to social 

media, specifically X / Twitter.  

Founded in 2006, the microblogging platform X / Twitter has become one of the most popular social 

networking platforms globally, boasting 611 million active monthly users and ranking seventh in worldwide 

daily engagement (Zote, 2025). For research purposes, Pak and Paroubek put best why X / Twitter is an effective 

resource:  

Microblogging platforms are used by different people to express their opinion about different topics, thus it is 

a valuable source of people’s opinions. Twitter contains an enormous number of text posts and it grows every 

day…Twitter’s audience varies…Therefore, it is possible to collect text posts of users from different social and 

interests groups. Twitter’s audience is represented by users from many countries….it is possible to collect data 

in different languages (Pak & Paroubek, 2010, p. 1).  

 

Their last point is especially important for our study, as we aim to track worldwide sentiment; therefore, 

we need text written in multiple languages. Vicinitas states that English language tweets comprise only 30% of 

tweets posted. This means that a significant portion of all tweets will be excluded if we only collect English-

language tweets. However, by including Japanese, Spanish, French, Portuguese, Arabic, and Korean, we can 

obtain approximately 85% to 90% of all tweets posted to X / Twitter. Therefore, using these languages will give 

us a larger corpus of tweets and better understand the overall sentiment surrounding the Ukraine War and 

associated geopolitical risks. To collect and analyze tweets related to the Ukraine War, we employed a 

combination of the X / Twitter API, sentiment analysis techniques, Granger causality, and finally the “Goldstein 

Index,” which we define later in this paper. The rest of our paper is outlined as follows: Section 2 describes the 

key concepts employed for our analyses, Section 3 provides a literature review of previous work on geopolitical 

risk, media, and social media, and how they can affect financial markets. Section 4 details our methodology, 

while Section 5 displays our results. Section 6 discusses our findings, and Section 7 concludes.  

2. Key Concepts 

Three key concepts—the “Goldstein Index,” sentiment Analysis, and Granger Causality—are the backbone 

of our research. 

2.1. Goldstein Index 

The “Goldstein Index” is a concept that comes from the 1992 paper A Conflict–Cooperation Scale for WEIS 

Events Data by Goldstein, who made use of the World Events Interaction Survey (“WEIS”) data set. The WEIS 

data was developed by McClelland, which is “a record of the flow of action and response between countries (as 

well as non-governmental actors, e.g., NATO) reflected in public events reported daily in the New York Times 

from January 1966 through December 1978” (McClelland, 2006). The individual WEIS events can be grouped 

into “61 event types” (Goldstein, 1992, p. 2). Goldstein constructed a panel of eight International Relations 

faculty at USC to analyze and score the WEIS events (Goldstein, 1992, p. 6). This panel was individually given 

61 cards with each WEIS event type and asked to “sort the cards into cooperative (friendly) actions and 

conflictual (hostile) ones” (Goldstein, 1992, p. 7) and rank them on a scale with -10 as the most conflictual and 

+10 as the most cooperative. The resulting rankings from each panel member were then averaged, creating 

what we refer to as the “Goldstein Index,” a table of all 61 WEIS event types ordered from most conflictual to 

most cooperative. This table is the basis for our data gathering procedure, further described in our Methodology 

section. One potential bias of the “Goldstein Index” to note is mentioned by Goldstein as at the time of his 
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writing: the table “seems to reflect the continuing emphasis placed on military affairs by international relations 

scholars” (Goldstein, 1992). However, this bias does not concern us greatly as our study revolves around the 

Ukraine War, a military affair. 

2.2. Sentiment Analysis 

Sentiment Analysis, as defined by Sim et al., is a field of document classification that classifies subjective 

impressions, sensibilities, attitudes of textual documents, individual opinions, on a topic, unlike text mining, 

which extracts information from text (Sim, 2021). Sentiment analysis programs, thus, try to define a given text 

as positive or negative, or potentially some other emotion such as anxiety (Gilbert & Karahalios, 2010). There 

are two main ways to accomplish sentiment analysis: Rules-based methods and Machine Learning based 

methods (Pota, 2021). Rules-based methods are typically lexicon dictionaries that assign specific values to 

certain words. The lexicon is then compared to the given text, and any matching words between the lexicon and 

the text are counted, and a sentiment score is given. As Cambria states, this is a popular sentiment analysis 

method “because of its accessibility and economy” (Cambria, 2013). As for the second method, machine learning 

based models, while more computationally heavy, have “the best results … obtained by deep learning 

approaches, using neural networks with various architectures, based on convolutional layers, …, recurrent 

layers, or the most recent transformers, constituting the layers of prominent systems employing BERT 

(Bidirectional Encoder Representation from Transformers)” (Pota, 2021, p. 1). For our study, we employed a 

combination of different methods including Rules-based methods, recurrent layers becoming recurrent neural 

networks (“RNNs”) and transformer BERT models (Hutto & Gilbert, 2014; Devlin, et al, 2017; Géron, 2019; 

Inoue, et al, 2021). This combination proved necessary as different languages responded better to different 

sentiment analysis models. 

2.3. Granger Causality 

First detailed by Granger in his 1969 paper, Granger causality aims to find “the direction of causality 

between two related variables and also whether or not feedback is occurring” (Granger, 1969, p. 1). Since then, 

Granger causality tests have been used in various studies, including the Thurman and Fisher study, which aim 

to predict whether eggs Granger cause chickens or chickens Granger cause eggs (Thurman & Fisher, 1988). 

However, it should be noted that causality in this case does not mean the typical definition of causality, i.e., a 

change in one variable causes the change in another, but rather as Gilbert and Karahalios put it: “Although the 

technique has the word “causal” in it, we are not testing true causation. We can only say whether one time series 

has information about another.” (Gilbert & Karahalios, 2010, p. 4). Moreover, as Granger himself states, his 

definition of causality mentions that “1. The cause occurs before the effect, and 2. The cause contains 

information about the effect that is unique and is not found in any other variable. A consequence of these 

statements is that the causal variable can help forecast the effect variable after other data has first been used.” 

(Granger, 2003, p. 6). Thus, the null hypothesis for the Granger Causality Test is that the two time series are 

unrelated or provide any predictive information about each other. While the alternative hypothesis, which is 

accepted at a p-value less than 0.05, is that one tested time series does provide predictive information about 

the other time series. For this case study, we followed the lead of Bollen et al., who used Granger causality to 

test “whether one time series has predictive information about the other or not” (Bollen et al., 2011, p. 4). We 

chose to use Granger causality over traditional correlation to examine the relationship between the change in 

the sum of sentiment trend and the financial asset, as traditional correlation tests for a linear relationship 

between the variables, in other words, it checks to see if the variables change together at a constant rate. 

Granger causality works better for this paper as it tests if one series contains predictive information about the 

other, i.e., if one trend moves, does the other also move in the future. Since social media news reacts faster than 

the financial markets change their prices, the two time series will have a lag between them and not vary at the 

same time, thus Granger causality is a better statistical test for this paper. 

3. Literature Review 

Multitudes of studies use sentiment analysis, especially with X / Twitter. For example, Pak and Paroubek 

showed in their study how to effectively use X /Twitter to construct a corpus of tweets and use sentiment 

analysis on those tweets to derive insights (Pak & Paroubek, 2010). Additionally, Rajput et al used X / Twitter 

to analyze sentiment analysis around the Coronavirus pandemic (Rajput et al., 2020). Baker et al. (2021) used 

X / Twitter to “construct a database of more than 14 million tweets that contain a keyword related to 

‘uncertainty’…from June 1st, 2011, and March 1st, 2021”. They transformed the count of these tweets into a 
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time series and used that time series to measure economic uncertainty in the US during their research period. 

The Baker study was important for us as their use of keywords also provided a basis for us to use keywords to 

gather data for our analysis with the “Goldstein Index”. 

Many papers have also explored the relationship between news media and the effect on various financial 

markets through sentiment analysis. Using sentiment analysis to key in on anxiety-related terms in a large 

online blog, LiveJournal, Gilbert and Karahalios found through using Granger causality analysis that “increases 

in expressions of anxiety…predict downward pressure on the S&P 500 index” (Gilbert & Karahalios, 2010, p. 1). 

Uhl also showed that using a corpus of Reuters news articles, the sentiment analysis of those articles over time 

could “predict changes in stock returns better than macroeconomic factors” (Uhl, 2014, p. 1). Tetlock, et al., 

2008, takes a more expansive approach to the returns of specific firms in the S&P 500 index by using sentiment 

analysis on articles from the Wall Street Journal and the Dow Jones News Service from 1980 to 2004 (Tetlock, 

et al., 2008, p. 2) to show that the number of negative words used in the articles about the firms can forecast 

lower earnings for the firms. 

 Three papers influenced our research: Bollen et al. (2011), Amen (2020), and Caldara and Iacoviello 

(2022). While Bollen et al. provided a framework about how to work with Granger causality and X/Twitter, 

Caldara and Iacoviello, and Amen provided the theoretical basis for working with trends in geopolitical risk data 

and the assets we should investigate that might be affected by geopolitical events, such as the Ukraine War. 

Bollen et al. researched whether the change in moods and the change in the Dow Jones index were linked. To 

do so, they complied a X / Twitter corpus of tweets containing “author’s mood states” (Bollen et al., 2011, p. 2) 

and analyzed them through sentiment analysis programs to identify six moods: “Calm, Alert, Sure, Vital, Kind, 

and Happy” (Bollen et al., 2011). Creating a time series from the tweets’ sentiment, Bollen et al. then used 

Granger causality to find if the change in mood sentiment that predates a change in the Dow Jones index. They 

found that out of the six moods, only Calm passed the Granger causality test and had information that predicted 

the change in the Dow Jones from 2 – 6 lags (Bollen et al., 2011).  

On the other hand, Caldara and Iacoviello, and Amen focused specifically on geopolitical risk. Caldara 

and Iacoviello built the Geopolitical Risk (GPR) index, which used the count of news articles that mentioned 

their keyword indicators for geopolitical risks across 11 different English language newspapers starting from 

1985 (Caldara & Iacoviello, 2022, p. 7). This GPR index captured the changes in geopolitical risks, and Caldara 

and Iacoviello were able to show how the increases in the GPR index predicted lower stock returns (Caldara & 

Iacoviello, 2022). Lastly, Amen built the Thorfinn Sensitivity Index (TSI), which uses “over 30,000 daily feeds” 

(Amen, 2020) to construct a daily index of the weight average of 12 geopolitical risk groups which experts have 

scored based on the news feeds that have come in for that day (Amen, 2020, p. 2). Amen then compares the 

changes in the TSI to changes in various “safe havens” and “risky assets” (Amen, 2020, p. 6) to develop trading 

strategies. Caldara and Iacoviello, and Amen had a wide range of assets and markets that provided a starting 

point for our analyses. Appendix A contains Table A.1, which shows the different financial assets we considered 

and their sources, while Table A.2 regroups them into the asset class categories we used.  

Finally, we explored more recent research to compare our methods to. Niu et al. (2023) followed a similar 

data-gathering procedure as Caldara and Iacoviello, collecting news stories from ten English-language papers 

looking for key geopolitical words to build a time series showing the change in geopolitical risk (Niu et al., 2023, 

p. 4). Building on Caldara and Iacoviello, they used various machine learning methods to predict changes to the 

S&P 500 based on the geopolitical risk time series data. They found that Support Vector Regressions provided 

the highest predictive ability of their methods tested (Niu et al., 2023). Yilmazkuday (2024), constructed a study 

showing how geopolitical risk affected the stock prices worldwide to different degrees. For example, a one-unit 

increase in geopolitical risk caused a 0.8 decrease in stock prices in Latvia (Yilmazkuday, 2024). They also 

studied the Ukraine War and found that most affected countries’ stocks were near the source of the geopolitical 

risk, i.e., Ukraine (Yilmazkuday, 2024). They also used the geopolitical risk keywords from Caldara and Iacoviello 

to build the geopolitical risk timeline and compare the stock values of the markets in different countries 

worldwide (Yilmazkuday, 2024). These two studies helped solidify our data collection methodology, as we also 

used a variation of the Caldara and Iacoviello method. 

 We aim to extend the literature by combining the “Goldstein Index” with X / Twitter to see if we can 

capture large geopolitical events, such as the Ukraine War and see how the sentiment around a geopolitical 

event can affect different financial assets on an equivalate or smaller time scale than both Caldara and 

Iacoviello, whose index captures both daily and monthly data, and Amen, whose index is only for daily. 

Additionally, we aim to capture the global impact of a geopolitical event by using multiple languages. While 

many studies only look at English tweets [Pak and Paroubek, 2010; Baker et al., 2021], or perhaps one additional 
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language like Italian for Pota et al. (2011), or Dutch for Kleinnijenhuis. (2013), we aim to capture a more 

expansive, worldwide sentiment using the seven languages we study. 

4. Method 

Our methodology for this paper consists of three parts. The first was data gathering, the second was 

sentiment analysis, and the last was financial market analysis with Granger causality. 

4.1. Data Gathering 

As described earlier, we used the “Goldstein Index” as the basis for our data gathering. Many studies that 

worked with X / X/Twitter (Abouzahra & Tan, 2021; Baker et al., 2021; Beykikhoshk et al., 2015) have made use 

of keywords to collect tweets through the X / X/Twitter API, and so we decided to follow these methodologies. 

However, the “Goldstein Index” does not fit neatly into the X / Twitter API framework, as shown below in Table 

1. 

Table 1. A recreation of the portion from the Goldstein Paper showing the table Goldstein created. As can be 

seen, many of the phrases Goldstein uses would not work with the Twitter / X API as they are too long or 

awkward. 

New Weights for WEIS Events  

Event Type Weight SD 

223-Military attack; clash; assault -10.0 0.0 

211-Seize position or possessions -9.2 0.7 

222-Nonmilitary destruction / injury -8.7 0.5 

221-Noninjury destructive action -8.3 0.6 

182-Armed force mobilization, exercise, display; military buildup -7.6 1.2 

195-Break diplomatic relations -7.0 1.3 

173-Threat with force specified -7.0 1.1 

174-Ultimatum; threat with negative sanction and time limit -6.9 1.4 

 
To address this issue, we split the phrases in the index into single terms (such as “attack,” “clash,” 

“assault”) and bigrams (two-term phrases like “military attack,” “military clash,” “military assault”). These 

smaller phrases are more manageable for the X/Twitter API, which allowed us to collect more data. Through 

experimentation, we found that while the single terms gathered more data, these tweets addressed various 

topics rather than the geopolitical tweets we searched for. The bigrams, on the other hand, provided a better 

corpus of tweets for geopolitics, even though there were fewer of them. Thus, we chose to use bigrams for our 

study, as their increased precision over the data collected was more valuable for our research.   

 As described earlier, we investigated not only English tweets but also incorporated additional languages 

to understand worldwide sentiment regarding the Ukraine War better. To do this, we had our “Goldstein Index” 

bigrams for French, Portuguese, Arabic, Japanese, and Korean translated by Gengo, a professional translation 

company. For Spanish, we used an independent translator. We deemed it important to use a human translator 

over machine translation because, as described by Pearse: “while [machine] fluency improves, mistranslation 

still occurs, so it is still vital to have a human translator check and edit the machine translation” (Pearse, 2020). 

Appendix B shows a world map highlighting the coverage we gained using multiple languages.  

 Next, we gathered the tweets from December 1st, 2021, to April 30th, 2022, the timeframe around the 

start of the Ukraine War. To do so, we implemented “Twarc” (2022), which collects and stores tweets from the 

X/Twitter API1 from specific periods that use keywords such as our “Goldstein Index” bigrams. For our research, 

we used the top ten negatively and positively weighted bigrams that returned a non-zero number of tweets, 

where the majority of tweets focused on geopolitics. For example, while “call truce” ranked below “policy 

support” (2.9 and 4.5, respectively), many of the tweets we obtained for “policy support” focused more on 

internal politics than geopolitics than the “call truce” tweets, thus “call truce” was used. We also removed tweet 

duplicates removed by the “text” variable and the “created_at” variable generated from the X/Twitter API from 

our tweet data, as we viewed anything retweeted within the exact second after the original posting as most 

likely a bot. However, this removal did not cause significant data loss. This method collected over 3.6 million 

tweets for our research period. After collecting the tweets, we moved on to the sentiment analysis of the tweets’ 

text.  

 
1 https://developer.twitter.com/en/docs/twitter-api/tweets/filtered-stream/introduction 
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4.2 Sentiment Analysis 

Three different methods were applied for the sentiment analysis process. For English, we implemented 

the VADER Lexicon developed by Hutto and Gilbert. VADER is a rules-based sentiment analysis lexicon that is 

highly accurate, especially on short English texts (96%), such as tweets (Hutto & Gilbert, 2014, p. 9). For Arabic, 

we turned to CamelBERT, developed by Inoue et al. Based on the BERT model, a multi-layer Transformer-based 

model used for various natural language processing tasks, CamelBERT achieves the same functionality as BERT, 

including accurate sentiment analysis results for Arabic. However, for Spanish, French, Portuguese, Japanese, 

and Korean, we created our own RNN models to obtain the sentiment for tweets (Géron, 2019). While there were 

Transformer models trained for these languages (such as BETO by Cañete et al for Spanish, BERTimbau by 

Souza et al for Portuguese, CamemBERT by Martin et al for French, KR-BERT by Lee et al for Korean, and Bert-

Base-Japanese by Tohoku-nlp), we found through testing that our X/Twitter data received either poor sentiment 

accuracy or had an extended processing time when evaluated by these BERT models. While these models are 

generally accurate overall, there were a few reasons why they did not work for our data. First, there was a 

mismatch between our X / Twitter data and the pre-training data that the various BERT models use. X/Twitter 

data is short text only, while the pre-trained data did not use this short text data exclusively, which could cause 

lower sentiment accuracy. Second, our computational limitations prevented the BERT models from executing in 

a reasonable time, as they are generally large models, and we had a vast amount of data. Thus, we turned to 

creating RNNs. RNNs are effective in this task because they can remember short sequences, such as tweets, 

and return a sentiment analysis score. We found sentiment analysis short text datasets for each language (TASS 

2020 for Spanish; Gamebusterz for French; Augustop for Portuguese; Darkmap for Japanese; Park for Korean) 

and thus could train effective RNNs off these datasets. These RNNs overcame the pretraining data problem of 

the BERT models and are significantly smaller, which improved runtime while maintaining a high sentiment 

accuracy. 

4.3. Financial Markets and Granger Causality 

With the sentiment obtained for each tweet in the different languages, we compiled the tweets into one 

data frame and grouped the tweets by day, attaining the sum of the sentiment for each day, thus creating a 

time series for the change in the sentiment by day. We compared this time series to the various financial assets 

mentioned in Appendix A. We obtained the financial asset data for December 1st, 2021, to April 30th, 2022, 

through the Python package yfinance (Aroussi, 2023) and various other websites that contained the relevant 

financial asset data (CNBC, 2023; GoldHub, 2023; Investing.com, 2023a; Investing.com, 2023b; 

LiveCharts.co.uk, 2023; Monitor, 2023). However, these financial assets all trade at different times, and certain 

regions observe different holidays that close the markets. Thus, we needed to alter our sum of sentiment time 

series so that each date would line up correctly. Additionally, the financial data time series is needed to check 

for stationarity. Stationarity for a time series is defined as “a flat-looking series, without trend, constant variance 

over time, a constant autocorrelation structure over time, and no periodic fluctuations (seasonality)” (National 

Institute of Standards, 2023). Stationary checks are important as Granger causality only works under the 

assumption of stationary time series (Granger, 1969). Thus, differencing (where the current observation is 

subtracted from the previous observation) makes a time series stationary. If differencing is not done, the 

Granger causality results would be useless; they are applied to the financial and sentiment time series. 

Afterwards, Granger causality was tested to see if the sentiment analysis of the tweets obtained with the 

“Goldstein Index” bigrams can provide information about forecasting the change in the various financial assets. 

It should be noted that we did not create a Vector Autoregression (VAR) model as Caldara and Iacoviello did, 

as they focused more on trying to forecast the change of the model variables. In contrast, we were more 

interested in investigating the relationship between the sentiment on social media and various financial assets. 

So, Granger causality applied better in our case.  

For the Granger causality model specifications, we were testing to see if the financial asset is exogenous 

to the sum of sentiment, i.e. if the sum of “Goldstein Index” sentiment trend Granger causes the change in the 

price of the financial asset, which makes the financial asset price the endogenous variable and the change in 

the sum of sentiment the exogenous variable. Once we made our time series stationary through differencing, 

we could apply Granger causality to see if the sentiment analysis of the tweets obtained with the “Goldstein 

Index” bigrams can provide information about forecasting the change in the various financial assets.  
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For the hourly time frame, the whole methodology is repeated. The only change is that for the time series, 

we sum the sentiment at the hourly level instead of the daily level and obtain the financial data at the hourly 

level as well. 

5. Results 

Table 2 below shows each bigram's tweet count with a negative weight (“Goldstein Negative”) for each 

language. 

Table 2. The number of tweets that contained each Bigram from December 1st, 2021, to April 30th, 2022, for the 

“Goldstein Negative” Category. 

Bigrams English Spanish French Portuguese Arabic Japanese Korean Total 

Military Invasion 931,256 180,118 23,357 20,398 3,234 4,514 662 1,163,539 

Military 

Attack 
722,575 116,651 19,825 14,585 7,029 40,735 545 921,945 

Military 

Clash 
44,495 18,172 742 13,332 1,567 5,390 2,475 86,173 

Military 

Assault 
180,108 8,650 2,986 426 396 395 0 192,961 

Seize Position 3,774 5 691 14,934 2,614 4 68 22,090 

Seize Possession 1,460 27 4 782 478 0 1 2,752 

Non-Military Destruction 7 5,813 38 1,641 66 0 0 7,565 

Non-Military Injury 1 23 0 96 29 0 0 149 

Force Mobilization 3,795 8,953 3,421 1,274 2,210 63 714 20,430 

Force Exercise 50,138 50,117 1,650 1,263 3,959 4,339 366 111,832 

Total 1,937,609 388,529 52,714 68,731 21,582 55,440 4,831 2,529,436 

 
For our research period, we collected 2,529,436 tweets that used one of these bigrams across all 7 

languages, of which 591,547 were non-English. We included “Military Invasion” as a bigram for this specific 

study that was not included in the original Goldstein Index. While the original Goldstein Index would work in all 

other contexts for different events, since the Ukraine War was an invasion, leaving out the bigram synonym of 

“Military Invasion” would have missed over a million tweets from this study, which would have been severely 

detrimental. Table 3 shows the tweets count for each bigram with a positive weight (“Goldstein Positive”) for 

each language. 

Table 3. The number of tweets that contained each Bigram from December 1st, 2021, to April 30th, 2022, for 

the “Goldstein Positive” Category. 

Bigrams English Spanish French Portuguese Arabic Japanese Korean Total 

Military Assistance 443,872 37,954 33,368 3,369 3,327 4,914 8,248 535,052 

Economic Aid 111,168 137,250 9,997 6,552 390 55,645 2,388 323,390 

Substantive Agreement 1,219 1,553 17,996 65 309 69 234 21,445 

Suspend Sanctions 34,326 7,222 1,518 689 1 0 158 43,914 

Diplomatic Recognition 16,062 4,500 493 199 183 11 202 21,650 

Grant Privilege 9,608 1,572 204 519 1,055 3,421 4,420 20,799 

Call Truce 55,011 1,477 233 1,347 716 7 1,899 60,717 

Material Assistance 9,127 2,357 323 377 6,944 0 198 19,326 

Endorse Position 7,278 6,907 1,457 81 503 3,243 15,881 35,350 

Verbal Support 10,330 2,446 10,337 304 57 3 553 24,030 

Total 698,001 203,238 75,926 13,529 13,485 67,313 34,181 1,105,673 

 
For the “Goldstein Positive” category, we collected 1,105,673 tweets, of which 407,672 were non-English. 

This brings the total number of tweets during our study period to 3,635,109, with nearly 70% of tweets coming 

in the “Goldstein Negative” Category and 27% being non-English.  

 Figure 1 is the daily count of tweets captured by the “Goldstein Index” bigrams from December 1st, 

2021, to April 30th, 2022. This represents a total of 151 days. Each day is the total count of tweets captured by 

each topic with the Goldstein Negative and Goldstein Positive bigrams. The count of Goldstein's bigram tweets 

starts rising around two weeks before the start of the Invasion. He remains, on average, three times higher than 

before the War started, indicating increased discussion of geopolitical events on X / Twitter. 
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Figure 1. Daily Count of Tweets in both “Goldstein Positive” and “Goldstein Negative” Bigram Categories 

 

Figure 2 displays the change in the Daily Sum of Sentiment, the start of the Ukraine War is on February 

24th, 2022, which is evident by the large decrease in sentiment. The average sum of sentiment after the start of 

the War, like the count, was around three times more negative than before the start of the War. This indicates 

that, while more people were talking about geopolitics, that they were talking about it in a more negative way 

than usual, which is unsurprising given the scale and the devastation the Ukraine War caused during this time.  

 

 

Figure 2. Daily Sum of Sentiment for all Tweets in both “Goldstein Positive” and “Goldstein Negative” Bigram Categories 
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Following a similar procedure to C. Pop et al., we chose to examine the Granger causality relationship 

between the daily sum of sentiment and each financial asset at different lagged values. In C. Pop et al., they 

used "the Granger causality was considered for one lag, five lags (a typical trading week), and 20 lags (the 

average number of trading days within a month)" (C. Pop et al., 2016, p. 132). Tables 4 – 6 show the results 

from the Granger Causality tests, where Table 4 shows the results of one lag (which represents one day), Table 

5 shows the results of five lags, and Table 6 shows the results of 10 lags. Note that these tables only display 

the financial assets for which the sum of the sentiment time series provides predictive information of the change 

in the financial asset at the lagged value. Any asset that doesn’t appear in the table, but does in Appendix A, 

either did not have any Granger causality with the sum of the sentiment, or it did, but the “feedback” (Granger, 

1969, p. 5), denoted by “reverse okay” in our tables also passed. To check this “feedback”, we see if the financial 

asset could provide information about the change in the sum of sentiment and pass the Granger causality test. 

Any test with a p-value less than 0.05 means that one can reject the Null Hypothesis of the Granger causality 

test and say that the daily sum of the sentiment time series does have forecasting, predictive information for 

the financial asset at the indicated lag. However, if the feedback test (which is when the variables of the original 

Granger causality test are reversed and tested) also passes, this would make the original Granger causality test 

meaningless as this would mean that the asset price trend and the change in the sum of sentiment trend would 

Granger cause each other, thus neither variable would contain predictive information about the other. Important 

to note here on the structure of the following tables, for organization, we included all the passing results for 

each lag, all in one table. Each entry in the tables below is the individual result for the Granger causality test 

between the change in the sum of sentiment and the financial asset. 

Table 4. Granger Causality Results for Lag 1 Against the Different Financial Assets Separated by Asset Class. 

Granger Causality Sent_Sum P-Value Reverse Okay Reverse P-Value 

Gold Price Yes 0.004988 Yes 0.438339 

Gold Futures Yes 0.040277 Yes 0.53574 

Wheat Futures Yes 0.002161 Yes 0.599003 

German 10y Bond Yes 0.043168 Yes 0.618356 

FTSE 100 Yes 0.003308 Yes 0.880743 

10 Year US Treasury Yes 0.035314 Yes 0.82779 

10 Year US Futures Yes 0.022427 Yes 0.909091 

EUR Yes 0.035038 Yes 0.08545 

GBP Yes 0.006035 Yes 0.080256 

AUD Yes 0.044733 Yes 0.154349 

MXN Yes 0.021253 Yes 0.149475 

 

Table 5. Granger Causality Results for Lag 5 Against the Different Financial Assets Separated by Asset Class. 

Granger Causality Sent_Sum P-Value Reverse Okay Reverse P-Value 

Oil Price Yes 0.042714 Yes 0.904926 

Oil Futures Yes 0.03906709 Yes 0.928638 

Wheat Futures Yes 6.46596E-08 Yes 0.944131 

German 10y Bond Yes 0.005677 Yes 0.845183 

FTSE 100 Yes 0.001391 Yes 0.860171 

10 Year US Treasury Yes 0.003009 Yes 0.714947 

IG-ETF Yes 0.044506 Yes 0.518171 

10 Year US Futures Yes 0.001307 Yes 0.708251 

Bitcoin-Futures Yes 0.013295 Yes 0.384176 

2Y-Treasury Yield Yes 0.030406 Yes 0.593837 

GBP Yes 0.005202 Yes 0.702139 

MXN Yes 0.04897 Yes 0.793235 

RUB Yes 0.000424 Yes 0.903236 

Bitcoin Yes 0.016982 Yes 0.333437 

 

Many studies have looked at the Monthly (Caldara & Iacoviello, 2022; Niu et al., 2023; Yilmazkuday, 2024) 

or Daily levels (Pop, C. et al., 2016; Amen, 2020). However, we wanted to see if we could find forecasting 

information on an even smaller time scale. Thus, we redivided our tweet data into individual hours and reran 

the Granger Causality tests on a smaller subset of financial assets exhibited in Table 7 below. 
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Table 6. Granger Causality Results for Lag 10 Against the Different Financial Assets Separated by Asset Class. 

Granger Causality Sent_Sum P-Value Reverse Okay Reverse P-Value 

Gold Price Yes 0.003813 Yes 0.489212 

Oil Price Yes 3.09826E-07 Yes 0.936389 

Gold Futures Yes 0.000121234 Yes 0.969781 

Oil Futures Yes 8.57092E-08 Yes 0.927111 

Wheat Futures Yes 1.3972E-14 Yes 0.608716 

Nikkei 225 Yes 0.032658 Yes 0.680651 

German 10y Bond Yes 0.000445 Yes 0.826079 

FTSE 100 Yes 0.001059 Yes 0.806077 

10 Year US Treasury Yes 0.000575 Yes 0.23006 

Defense-ETF Yes 0.005718 Yes 0.803637 

Metals-ETF Yes 0.039279 Yes 0.977376 

10 Year US Futures Yes 0.000117 Yes 0.212961 

Bitcoin-Futures Yes 0.010613 Yes 0.727189 

EUR Yes 0.000284 Yes 0.984743 

GBP Yes 0.000997 Yes 0.943754 

MXN Yes 0.000004 Yes 0.857881 

RUB Yes 0.000002 Yes 0.98621 

Bitcoin Yes 0.004504 Yes 0.214014 

 

Table 7. Granger Causality Results for the Hourly Sum of Sentiment Time Series Against the Different Financial 

Assets Separated by Asset Class. 

Granger Causality Sent_Sum Number of Lags (up to 24) P-Value Reverse Okay Reverse P-Value 

EUR Yes 10 0.0196 Yes 0.0578 

JPY Yes 12 0.0262 Yes 0.7542 

RUB Yes 1 0.0019 Yes 0.3641 

GBP Yes 8 0.0362 Yes 0.1647 

MXN Yes 12 0.006 Yes 0.2507 

EURGBP Yes 5 0.0431 Yes 0.1953 

AUD Yes 10 0.018 Yes 0.35 

ZAR Yes 12 0.022 Yes 0.3978 

BNB Yes 1 0.0111 Yes 0.082 

Metals-ETF Yes 12 0.0443 Yes 0.5334 

CSI-300 Yes 8 0.0386 Yes 0.5287 

Sensex Yes 5 0.0019 Yes 0.6829 

FTSE 100 Yes 4 0.0013 Yes 0.2928 

Gold Futures Yes 6 0.0005 Yes 0.2823 

Oil Futures Yes 21 0.0179 Yes 0.2311 

 
It should be noted that while the sum of sentiment was shown not to provide any predictive information 

for HY_ETF, the IG_ETF, and the Nikkei 225 within the 24 lags (representing at least one full day of data), it did 

show outside this limit, at 48 lags, 60 lags, and 30 lags respectively.  

6. Discussion 

With our initial tweet gathering, we found it unsurprising that more than twice the number of tweets were 

in the “Goldstein Negative” category, given the nature of the Ukraine war. However, this shows that not only 

does the “Goldstein Index” find significant geopolitical events, but when our sentiment analyses are run on the 

captured tweets, they return an accurate sentiment result as shown by the significant decrease in sentiment at 

the onset of the Ukraine War, followed by a sustained increase in negative sentiment relative to the before the 

War. 

While we investigated 39 different financial assets time series, we found that only 11 assets were Granger 

causal with the sum of the sentiment from the “Goldstein Index” tweets at Lag 1, with the most immediate lag 

representing one day of trading. However, as we increased the number of lags, we found that more assets were 

Granger causal, i.e., the change in sum of sentiment provided predictive information for the change in the asset 

value (14 for Lag 5, a week of trading, and 19 for Lag 10, roughly two weeks of trading). One explanation for 
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this is that news can take time to disperse and affect the market, especially with " sticky " assets, meaning their 

prices do not move quickly (Hayes, 2021). As Kleinnijenhuis et al. describe, “news impact may not be limited to 

short-term effects, however. Long-term graphs showed that hope versus fear sentiments in financial news 

preceded actual economic developments.” (Kleinnijenhuis et al, 2013). This means it may take time for certain 

financial asset prices to change in response to big geopolitical events such as the Ukraine War. Thus, as we 

increase the number of lags, which represent the number of days after the change in the sum of “Goldstein 

Index” sentiment, it might have provided time for the changes in the finance assets’ price to be realized and 

thus increasing the number of financial assets that the “Goldstein Index” sentiment change is predictive of. For 

example, the change in sentiment was Granger causal to Steel Futures at 20 lags, nearly a month of trading 

after the change in sentiment. That said, there were some assets even when the maximum number of lags were 

used, the “Goldstein Index” sentiment never showed any predictive information, such as USD vs CNY Foreign 

Exchange Rate, which means that the “Goldstein Index” sentiment time series would not have any use in 

predicting the change in value of the asset. 

As for the successful analyses, our findings match Caldara and Iacoviello, who “document that stock 

returns experience a short-lived but significant drop in response to higher geopolitical risk. The stock market 

response varies substantially across industries, with the defense sector experiencing positive excess returns, 

and with sectors exposed to the broader economy, for instance, steelworks and mining, experiencing negative 

returns” (Caldara & Iacoviello, 2022, p. 3). This was shown by both the Defense ETF and the “Metals and Mining” 

ETF time series, which relate to the “Goldstein Index” sentiment, which was our proxy for geopolitical risk. Also, 

we discovered that both Oil Price and 2 Year US Treasury Bond Yield time series had a relationship with the 

“Goldstein Index” which Caldara and Iacoviello stated that their Geopolitical Risk Index had as well (Caldara & 

Iacoviello, 2022, p. 19). In addition, there was a mix of both the “risky” and the “haven” assets describe by Amen 

appeared (Amen, 2020, p. 6). However, the FTSE 100 was only the “risky asset” (Amen, 2020, p. 6), to appear in 

all three different lag tests. While the US Treasury 10 Year Yield, was the only “haven asset” (Amen, 2020, p. 6) 

to appear in all three lag tests. A few of our assets that we wanted to investigate appeared as well. Out of our 

assets, we found that both GBP/USD and USD/MXN appeared in all three lag tests.  

One surprise in our Granger causality analyses was that only Bitcoin and BNB emerged among the 

cryptocurrencies. As Baur et al. find, “Bitcoin is mainly used as a speculative investment” (Baur et al, 2018, p. 

2). Thus, we assumed that Bitcoin and the other cryptocurrencies would experience a price change due to their 

status as a “risky asset” (Amen, 2020, p.6) and the massive change in sentiment generated by the start of the 

Ukraine War. While this was not the case, these results are consistent with the findings of Rognone et al., which 

“suggest investor enthusiasm for Bitcoin irrespective of the sentiment of the news” (Rognone et al., 2020, p. 1). 

This also aligns with the results from Abraham et al. (2018, who found that tweet volume was a better indicator 

of Bitcoin and Ethereum price changes than tweet sentiment (Abraham et al., 2018, p. 2). However, their 

methodology specifically collected tweets with keywords for Bitcoin and Ethereum and only in English (Abraham 

et al., 2018, pp. 8 - 9). This difference in methodologies might explain the slight variation we observe with the 

sum of sentiment for the “Goldstein Index” tweets time series, having predictive information for the Bitcoin time 

series.  

After completing the Daily Level analyses, we wanted to see if we could capture predictive information 

about financial assets at a smaller time interval when the sum of sentiment from “Goldstein Index” tweets was 

broken down to the hourly level. Amen’s Thorfinn Sensitivity Index analyses were conducted only on the daily 

level, as were those of Bollen et al., and Caldara and Iacoviello’s GPR Index (Caldara & Iacoviello, 2022, p. 1). 

Unlike the Daily Granger causality analyses, we found that many Forex assets, which trade 24 hours a day, 

responded to changes in sentiment within less than half a day. This result aligns with Rognone et al., who found 

that “Forex comoves and reacts homogeneously to news” (Rognone et al., 2020, p. 1). It reinforces Nofsinger's 

findings, which state that “financial markets adjust to changes in mood faster than real markets” (Nofsinger, 

2005, p. 3). This discovery is important as it suggests that changes in sentiment can provide predictive 

information about shifts in the Forex time series over shorter time intervals than other geopolitical risk indices, 

potentially informing different trading options in Forex markets.  

The USD vs RUB exchange rate was crucial, as the Ruble is the Russian currency. We found that at the 

Daily Level, a change in Goldstein Index sentiment had predictive power regarding changes in the USD vs RUB 

after five lags (approximately a week of trading). However, at the Hourly Level, changes in the Goldstein Index 

sentiment contained predictive information for USD vs RUB changes within one hour. The nature of the conflict 

and the varying time scales could explain this difference between the daily and hourly lags. News about the 

Ukraine War updated frequently, especially at its onset, resulting in rapid changes in Goldstein Index 
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information. As previously mentioned, Forex markets tend to respond to news, so the low lag value at the Hourly 

Level was unsurprising. However, at the Daily Level, the predictive information from the Goldstein Index could 

possibly be explained by the amalgamation of data at that level. At the Daily Level, smaller hourly changes 

would be averaged out. While the Goldstein Index may have predictive information at a smaller time interval, at 

the Daily Level, aggregating all more minor changes might diminish the predictive information. Nevertheless, 

over time at the Daily Level, the overall trends between USD vs RUB and the Goldstein Index become clearer, 

explaining how the Goldstein Index demonstrates predictive power at five and ten lags, but not at the first lag 

(i.e., one day).  

Two minor issues should be mentioned. The first is that we encountered the same issue as Bollen, et al., 

who detailed: “we have no knowledge of the 'ground truth' for public mood states, nor in fact for the particular 

subsample of the population represented by the community of Twitter.com users. This problem can only be 

addressed by increased research into direct assessments of public mood states vs. those derived from online 

communities such as Twitter” (Bollen et al., 2011). This is also related to a lack of a baseline econometric model 

for this data without any social media variables. Without the baseline model, the difference created by adding 

the change in the sum of sentiment time series as a variable to predict the change of the financial asset could 

not be found. However, this issue was outside of the purview of our study, as we were only investigating the 

relationship and not creating a prediction of how the financial asset would change. Additionally, by including a 

significant lead time (nearly three months) before the start of the Ukraine War, mitigates the effect described 

by Bollen, et al., as we were able to develop a baseline “ground truth” for X/Twitter sentiment regarding 

geopolitical risk. The second issue is with X/Twitter itself. While X/Twitter’s demographics have slightly balanced 

out over time, X/Twitter users are more often younger and male. Thus, while capturing more sentiment 

worldwide, we could capture an uneven demographic, potentially skewing our results. 

Lastly, we see several avenues for extending our research further. Adding Russian and Ukrainian, while 

not as popular on X / Twitter, to the languages we captured and analyzed could change our results. These 

additions may capture changes in financial markets and assets more specific to the Eastern European and 

Central Asian markets that were greatly affected by the Ukraine War, like Yilmazkuday’s study. Another analysis 

examining the tweets captured by the “Goldstein Index” from May 2022 to the Present could prove interesting. 

Investigating how sentiment has changed since the initial outbreak of the war and seeing if the geopolitical risk 

sentiment still provides predictive information on the assets and markets in this study. There is the potential 

for more Arabic tweets in this period as Iran gets more involved in the Ukraine War. Also, focus on other big 

geopolitical risk events in the X / X/Twitter Age, such as Covid or the first Ukrainian invasion, to see if the 

“Goldstein Index” bigrams tweets produce similar results. Lastly, a study into sunflower seed futures could yield 

interesting results, as Ukraine was the largest producer of sunflower seeds before the War. Thus, sentiment 

around the Ukraine War might have predictive information about prices (Association, 2023). 

7. Conclusion & Practical Implications 

Using X/Twitter and sentiment analysis, we identified the start of the Ukraine War using the generic 

geopolitical bigrams from the “Goldstein Index.” We also show that the increased negative sentiment lasted for 

months, relating to the heightened geopolitical risk caused by the invasion. This rise in negative sentiment was 

also reflected in various financial assets and markets through Granger causality. Some immediate effects, like 

with many Foreign Exchange Rates, showed differences after a change in X/Twitter sentiment in only a few 

hours, while other markets, such as the Nikkei 225, took almost two weeks of trading before the change in 

sentiment provided predictive information relevant to changes in the financial market. 
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Appendix A 

Table A1 below lists the financial assets and markets we analyzed for our study. The Caldara, Iacoviello, 

and Amen financial assets or markets come directly from their papers. Our Own assets or markets come from 

a few different sources. We were interested in expanding on the assets listed in the other papers (such as Gold 

Futures and Oil Futures), and we also wanted to look at smaller international markets or emerging markets 

(such as the Sensex or the USD-MXN FX Rate). In addition, we wanted to see if different cryptocurrencies outside 

of Bitcoin reacted differently to geopolitical events. Lastly, since our study involved the Ukraine War, we wanted 

to see how the Natural Gas markets and Wheat Market responded to the crisis, as both Russia and Ukraine are 

two of the world’s largest producers of Wheat, and Russia is the primary source of Natural Gas for Europe. Table 

A2 is a reordering of the assets based on asset class.  

Table A1. We analyzed the financial assets and markets and their sources. 

 

Source Financial Asset or Market 

Caldara and 

Iacoviello 

(5) 

Defense ETF, Metals and Mining ETF, Crude Oil Price, 2 Year US Treasury Yield, Steel Futures 

Amen (19) 

S&P 500 Index (US Stock Exchange), Morgan Stanley Capital International Index (“MSCI”), CSI 300 Index 

(Chinese Stock Exchange), FTSE 100 Index (UK Stock Exchange), Nikkei 225 (Japanese Stock Exchange), 

Bitcoin, USD vs. EUR, JPY, AUD, CNY, RUB, and ZAR FX Rates, VIX Index (Volatility Index), MSCI Futures, 

Bitcoin Futures, US High Yield (HY) ETF, US Investment Grade (IG) ETF, Gold Price, 10 Year US Treasury 

Yield 

Our Own 

(15) 

Gold Futures, Crude Oil Futures, 10 Year US Treasury Yield Futures, S&P BSE Sensex (Indian Stock 

Exchange), 10 Year German Bond Yields, USD vs. GBP, MXN FX Rates, EUR-GBP FX Rate, Ethereum (ETH), 

ChainLink (LINK), Ripple (XPR), Binance Coin (BNB), Algorand (ALGO), Wheat Futures, Natural Gas Futures 

 

Table A2. The Financial Assets and Markets we analyzed grouped by Asset Class. 

Asset Class Asset or Market 

Commodity (7) 
Gold Price, Crude Oil Price, Gold Futures, Crude Oil Futures, Steel Futures, Wheat Futures, 

Natural Gas Futures 

International Markets 

and Assets (5) 
CSI 300, Nikkei 225, BSE Sensex, FTSE 100, 10 Year German Bond Yield 

U.S. Based Markets and 

Assets (12) 

S&P 500, MSCI, VIX, 2 Year US Treasury Yield, 10 Year US Treasury Yield, Defense ETF, Metals 

and Mining ETF, US HY ETF, US IG ETF, 10 Year US Treasury Yield Futures, Bitcoin Futures, 

MSCI Futures 

Foreign Exchange 

Markets (9) 
USD vs. EUR, JPY, GBP, AUD, MXN, ZAR, RUB, CNY, and EUR-GBP 

Crypto Currencies (6) Bitcoin, ETH, Link, XPR, BNB, ALGO 
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Appendix B 

 
Figure B1. Map of countries that where one of the seven languages is one of the national languages used by that country. 

From World Map: Simple 


